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In-sensor compressing via programmable
optoelectronic sensors based on van der
Waals heterostructures for intelligent
machine vision

Haoxin Huang1,13, Shuhui Shi2,3,13, Jiajia Zha1,13, Yunpeng Xia1, Huide Wang4,
Peng Yang5, Long Zheng6, Songcen Xu7, Wei Wang8, Yi Ren9, Yongji Wang9,
Ye Chen 6, Hau Ping Chan1, Johnny C. Ho 8, Yang Chai 10 ,
Zhongrui Wang 3 & Chaoliang Tan 1,11,12

Efficiently capturing multidimensional signals containing spectral and tem-
poral information is crucial for intelligent machine vision. Although in-sensor
computing shows promise for efficient visual processing by reducing data
transfer, its capability to compress temporal/spectral data is rarely reported.
Here we demonstrate a programmable two-dimensional (2D) heterostructure-
based optoelectronic sensor integrating sensing, memory, and computation
for in-sensor data compression. Our 2D sensor captured and memorized/
encoded optical signals, leading to in-device snapshot compression of
dynamic videos and three-dimensional spectral data with a compression ratio
of 8:1. The reconstruction quality, indicated by a peak signal-to-noise ratio
value of 15.81 dB, is comparable to the 16.21 dB achieved through software.
Meanwhile, the compressed action videos (in the form of 2D images) preserve
all semantic information and can be accurately classified using in-sensor
convolution without decompression, achieving accuracy on par with uncom-
pressed videos (93.18% vs 83.43%). Our 2Doptoelectronic sensors promote the
development of efficient intelligent vision systems at the edge.

The rapid advancement of multidimensional visual information pro-
cessing, encompassing spatial distribution, temporal evolution, phase
and wavelength, amid the surge of Internet of Things (IoTs) and arti-
ficial intelligence (AI), has led to a growing demand on high-

throughput data acquisition. This demand poses significant chal-
lenges to conventional signal processing, which is constrained by
limited bandwidth1–3. Efficiently handling multidimensional data is
crucial for edge AI to minimize energy consumption and system
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complexity without compromising performance. However, directly
recording multidimensional visual information (e.g., high-speed video
and hyperspectral data) using conventional full-frame sensors requires
complicated modules, large storage capacity and substantial trans-
mission bandwidth4,5. Addressing these limitations to simultaneously
capture comprehensive photon information has become a significant
challenge in multidimensional high-definition (HD) imaging6,7.

With the evolution of compressive sensing (CS) theory8,9, the
snapshot compressive imaging (SCI) technology has emerged as an
effective solution to tackle the abovementioned dilemma10–13. In SCI
hardware implementations, continuous optical data (video frames or
spectral channels) can be encoded first via an optical modulator and
then compressed/integrated directly into a single snapshot, which can
be reconstructed into the original scene using advanced algorithms. In
this case, SCI allows for capturing multidimensional data ( ≥ three-
dimensional (3D)) via traditional two-dimensional (2D) image sensors
without spatiotemporal resolution10,11. Unlike full-frame sensors that
generate millions of pixel elements, SCI compresses multiple mapped
optical information into the same pixel throughmulti-channel parallel
acquisition, thereby enhancing photon utilization and sampling rates.
This results in the development of efficient imaging system with low
storage and bandwidth requirements, as well as high optical
throughput, making SCI highly promising for processing temporal,
spectral–temporal, and spatial–temporal data1,4,12. Although event-
based vision sensors (EVS) can also mitigate the issues of high band-
width and storage demands through their sparse event data capture14,
their performance is inherently constrained by a decrease in com-
pression efficiency under static conditions and the inability to gen-
erate interpretable images directly without relying on computationally
intensive iterative reconstruction algorithms15,16. In contrast, SCI uti-
lizes spatiotemporal optical encoding to enable non-iterative recon-
struction of full-scene information. This approach not only matches
EVS in terms of bandwidth efficiency in high-dynamic scenarios but
also significantly enhances the effective information density in static
scenes (Supplementary Table 1)1,12. The encoding process of SCI is the
precondition for compressed imaging. Although various optical
modulators have been developed, they are usually expensive and
come with limitations. In video SCI, for example, the digital mirror
device (DMD) encoder relies onmechanical deflection and that limit its
footprint and applicability in diverse scenarios17. While liquid crystal
encoder has better resolution, it suffers from pixel crosstalk and lim-
ited switching speed18.Moreover, the encoder and integrator of SCI are
physically separated, that poses challenges for precise alignment19,
and the sequential processing requires independent computing
resources, leading to data inconsistency, transmission latency, and
increased system complexity19–22. These issues present significant
obstacles, especially as cutting-edge intelligent applications increas-
ingly prioritize portability and efficiency.

Given the rising prominenceof visual sensors based on 2D vander
Waals (vdW) materials and their effectiveness across a range of elec-
tronic and optoelectronic applications20,23–26, constructing functiona-
lized 2D heterojunctions is expected to further advance SCI
technology. The ultra-thin nature of 2D materials enables rapid
response to optoelectronic modulation, making them potential can-
didates for use as encoders. Additionally, 2D heterojunctions can
integrate sensing, storage and computing functions within a single
device to eliminate data transfer between different modules, leading
to reduced latency and power consumption20,27–33. Currently, reported
2D visual sensors have been utilized to reduce processing loads by
removing redundant information while retaining feature
information21,22,34,35. However, lossless compression of visual informa-
tion has not been realized. Achieving this could be particularly
advantageous in scenarios that demand high acquisition efficiency,
reconstruction accuracy, and processing precision, such as industrial
inspection, security monitoring, and autonomous driving1,5,12. There-
fore, integrating sensing, snapshot compression, and computing into a
single sensor is a promising approach for optimizing integration
functionality. This strategy could enhance multidimensional data
acquisition, simplify system complexity, and broaden application
scenarios.

Here we report a 2D vdW programmable photoinduced memory
sensor (PPMS) that offers simultaneous sensing and processing cap-
abilities for highly compact SCI system, particularly the video and
spectral SCI with 3D signals. Leveraging its rich optoelectronic
dynamics, our developed PPMS can not only simulate the perception
of dynamic motions, but also encode, compress, and store optical
signals using its programmable non-volatile conductance under
electro-optical co-modulation. This sensor can compress 3D grayscale
videos and hyperspectral images into 2D encodings with a compres-
sion ratio of 8:1 (from original size to compressed size), then being
reconstructed in high fidelity with distinguishable and reproducible
characteristics compared to the original dataset. For video compres-
sion, thepeak signal-to-noise ratio (PSNR) value achievedby the sensor
(15.82 dB) is close to that achieved by software (16.21 dB). In addition,
we demonstrate that the compressed data retains all semantic infor-
mation, which can be accurately classified by a convolutional neural
network (CNN). Thiswork coulddeliver an inspiration for constructing
compact and efficient optoelectronic sensors, promoting the devel-
opment of edge intelligent vision systems in the future.

Results
In-sensor dynamic compressing and computing
Figure 1a illustrates the implementation of in-sensor compressing and
downstream computing based on our 2D PPMS. The PPMS integrated
incoming 2D frames modulated by electrical masks, effectively com-
pressing 3D videos or hyperspectral data into 2D via SCI. The

Fig. 1 | In-sensor compressing and computing. a Schematic illustration of com-
pressing dynamic binarized images by using PPMS (Programmable Photoinduced
Memory Sensor) and for in-sensor computing, where dynamic Kobe motions

(reproduced with permission from ref. 50) are pre-binarized as the inputs. b The
relationship between input pulses (both electrical and optical stimuli) and output
responses. c The dynamic functions enabled by the sensor.
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compressedpixel caneither be reconstructed into original 3D signal or
be classified using a CNNwithout the need of decompression. Notably,
the use of a binarization strategy for input data is primarily aimed at
simplifying the representation of complex real-world optical field
scenarios. This approach will be discussed in further detail later. The
realization of the in-sensor compression depends on the unique pho-
toinduced memory characteristics of our PPMS. As depicted in Fig. 1b,
either optical or electrical stimuli result in instant and volatile channel
conductance change of the sensor, referring to the perceptionof input
signals. These changes can be non-volatile and further integrated
under electro-optical co-modulation, yielding non-volatile multi-level
channel conductance. This feature endows our sensor with two
workingmodes, which are labeled as Pij andMij, respectively. As shown
in Fig. 1c, Pij represents the perception of optical signal by pixel(i,j),
while Mij represents the perception and memorization of the sensed
optical signal under electrical encoding. These unique optoelectronic
behaviors lay the foundation for dynamic encoding and compressing
of 3D visual information.

The device architecture of our specifically designed PPMS for
this purpose is illustrated in Fig. 2a, f, which consists of the Se/h-BN/
MoS2 vdW heterostructure. The single-crystalline trigonal selenium
(t-Se) nanosheet is prepared via a modified physical vapor deposi-
tion (PVD) method with leaf-like morphology (Fig. 2c)36,37, and its
crystal structure is corroborated by the high-resolution transmis-
sion electron microscopy (HRTEM), where Se atoms covalently
bond with each other in molecular chains along the c-axis ([0001]
direction) and these chains stack via vdW forces to constitute the Se
nanosheet. (See Supplementary Figs. 1–3 and Note 1 for details). The
optical bandgaps for MoS2 and Se nanosheets are characterized to
be 1.82 eV and 1.87 eV, respectively (Fig. 2d). Figure 2e shows the
Raman spectra of the vdW heterostructure, in which the typical
characteristic peaks match well with previous reports36,37. The high
quality of the prepared vdWheterostructure is demonstrated by the
cross-sectional transmission electron microscope (TEM) image
(Fig. 2g), where the clear and sharp boundaries between the layered
materials indicate the clean and flat interfaces. The composition is

Fig. 2 | Sensor structure and performance characteristics. a Schematic illustra-
tion of the device architecture of PPMS employing three terminals: Drain (D),
Source (S), and Control Gate (CG), where Vcg modulates the channel conductivity.
b Schematic demonstration ofmemorymode and perceptionmode of PPMS. Red/
blue spheres denote electrons (e−)/ holes (h+).Under illumination, positive/negative
gate bias induces downward/upward band bending of MoS2, enabling carrier tun-
neling (indicated by black arrows) between the charge trapping layer (Se) and
channel (MoS2) for memory mode. In the absence of gate bias, rapid electron-hole
recombination dominates under optical excitation without carrier tunneling,
defining the perceptionmode. cOptical image of Se nanosheets with AFM (Atomic
ForceMicroscopy)measured thicknesses (40.2 nm and 39.6 nm)marked by orange

lines (scale bar: 10μm). d PL(Photoluminescence) spectra and (e) Raman spectra of
Se/h-BN/MoS2 heterostructure, where Raman peaks centered at ~237 and 140 cm−1

are attributed to the typical E1/A1 and E2 modes of t-Se37, peaks located at 383 and
408 cm−1 correspond to the in-plane (E2g) and out-of-plane (A1g) vibration mode of
MoS2

60, and the isolated peak at 1365 cm−1 is from the high-energy phonon (E2g) of
h-BN (Hexagonal Boron Nitride)61. f False-color SEM (Scanning Electron Micro-
scopy) image (scale bar: 10μm) g Cross-sectional TEM (Transmission Electron
Microscopy) image (scale bar: 5 nm) and corresponding (h) Elemental EDS (Energy
Dispersive Spectroscopy) mapping of the Se/h-BN/MoS2 heterostructure (scale
bar: 20nm).
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further evidenced by elemental energy-dispersive X-ray spectro-
scopy (EDS) mapping (Fig. 2h).

In stark contrast with traditional optoelectronic sensorswith fixed
charge storage density22,38–40, our 2D PPMS exhibits unique photo-
induced memory behaviors, enabling two distinct operation modes as
shown in Fig. 2b: (1) When the sensor is triggered by electrical pulses
under optical illumination, it demonstrates photoinduced nonvolatile
memory, and multi-level states can be achieved through consecutive
electro-optical co-modulation. (2) When the sensor is exposed solely
to optical or electrical stimuli, its conductance change remains volatile
and is directly proportional to the stimuli intensity, owing to the lim-
ited carrier density in the Se layer. This configuration allows the sensor
to detect stimuli but does not retain memory of them. Based on these
features, the PPMS can be applied to perform dynamic encoding,
allowing in-sensor compression of pixel values over time series for the
realization of highly compact SCI.

Demonstration of working principle
The two-mode operation principle is explained in detail by sweeping
the control gate (Vcg) of the sensor under illumination and dark con-
ditions, respectively (see Supplementary Fig. 4 for the morphology
characterization of a typical device). The large memory window
recorded under illumination shown in Fig. 3a corroborates the pho-
toinduced memory in our device, which can be ascribed to the
increased charge density within Se layer (see Supplementary Fig. 5a, b
for detailed characterization)37,41. The memory window’s dependence
on Vcg under illumination is further characterized in Supplementary
Fig. 5c, where the linear dependence of ΔV on maximum control gate
voltage (Vcg, max) demonstrates that the stored charge quantity can be
effectively tuned by the control gate. It’s worth mentioning that ΔV
reaches 75 V at Vcg, max = 40V, that equal to a stored charge density of
5.62 × 1012cm-2 and is comparable to conventional flash memory
device33 (Supplementary Note 2).

Fig. 3 | Working mechanism of the PPMS. a Comparison of the transfer curves
measured in the dark and under illumination. Red and blue dashed arrows indicate
the threshold voltage shift (ΔV) and switch ratio of sensor during electrical char-
acterization. b Transfer curves measured in the sensor under the illumination of
different effective laser power (from 0.0175 nW to 0.125 nW). c Extracted negative
and positive threshold voltages (Vthn and Vthp) under different laser power. The ΔV
approaches saturation under an optical power of ~0.035 nW, which is highlighted
by the green dashed box. Current evolution triggered by positive and negative
electrical pulses (d) without and (e) with illumination (P532 nm = 0.175 nW). fCurrent

evolution triggered by polarity-dependent electrical pulses assisted under short-
term illumination (P532 nm =0.175 nW). The orange-shaded region represents the
electro-optical co-modulation region, where electrical and optical stimuli colla-
boratively modulate the sensor response. The dynamic optical responses of the
sensor are characterized when it is pre-configured to the (g) low-resistance state
(state 1) and (h) high-resistance state (state 0) with the assistance of illumination
(indicated by green shaded areas). The magnified views in Figures g and h exhibit
characteristic photodetection responses, demonstrating that the sensor operates
in perception mode under optical excitation.
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The optical power-dependent storage capacity in PPMS is further
explored (Supplementary Fig. 5d–f). Notably, the threshold voltages
obtained from positive and negative branches (ie., Vthp and Vthn)
quickly shifts to negative side under illumination evenwith aneffective
optical power as lowas0.0096nW(i.e.,Vth-Light-Vth-Dark < 0, as shown in
Supplementary Fig. 5d), indicating the activation of hole trapping
within Se layer, while large optical power leads to large memory win-
dows (Supplementary Fig. 5e, f). Figure 3b presents the variation of
illumination-induced storage capacity, with Vthp moving from left to
right with the increase of laser power (i.e., Vthp-Light-Vthp-Dark > 0), cor-
responding to the increase of tunneling charge stored in the charge
trapping layer. The variation in both Vthn and Vthp is further summar-
ized in Fig. 3c, with a transition effective power reaching ~0.035 nW.
The unique Vth shifting phenomenon can be attributed to the reduc-
tion of the electron tunneling barrier on the Se side caused by illumi-
nation (φe_Se) and the photosensitive feature of Se (Supplementary
Note 3). In short, the finely adjustable charge storage capability
grounds the visual input compression. Besides, the conducatance of
the sensor can be tuned to distinguished states stimulated by varied
Vcg pulses (Supplementary Fig. 6a), proving its potential for analog
storage. The unique optoelectronic behaviors in our sensor are further
illustrated in Ids-t test (Fig. 3d–f). Without illumination, the channel
conductance remains unchanged after electrically programming
( + 30 V/10ms)/erasing (−30 V/10ms) operations, while the introduc-
tion of illumination induces the distinct and non-volatile OFF state
(high-resistance state, denoted as State-0) and ON state (low-resis-
tance state, denoted as State-1) with an extinction ratio over 106.
Notably, the retention states (state 0 or 1) can be retained after
removing illumination (Fig. 3f), demonstrating the non-volatile mem-
ory mode. Decent photoinduced endurance and retention character-
istics of our sensor are also verified (Supplementary Fig. 6b, c), where
no observable performance degradation after > 3000 periodic P/E
(Programming: +30V/10ms; Erasing: −30 V/10ms) operations and the
extinction ratio of > 105 triggered by ± 40V/10ms pulses could be
maintained for more than 3000 s under illumination. In addition, the
switching speed of the sensor can reach the time scale of hundreds of
microseconds under illumination (Supplementary Fig. 6d, e).

The unique photoinduced memory function is highly related to
the photosensitive Se nanoflake. In the dark, Se holds negligible
intrinsic carrier density, whereas it increases significantly under
illumination (on/off photocurrent ratio >102, Supplementary
Fig. 7c, d)37,41. The mechanism behind is further revealed by the
Fowler–Nordheim (FN) tunnelingmodel (See Supplementary Figs. 8–9
and the Supplementary Note 3 for details)42,43. In the dark, the calcu-
lated barrier height for electron tunneling (φe_Se) from Se to Au layer in
Se/h-BN (11 nm)/Au heterostructure is ~2.40 eV, while an extra lower
barrier close to 0.51 eV appears when the device is under the illumi-
nation with a low effective power of P532 nm = 0.042 nW (Supplemen-
tary Fig. 8e). In this case, large amounts of electrons fromvalence band
(VB) or thedeep trapping states in thebandgap couldbe excited to the
CB with the absorption of incident photons38, resulting in lower
potential barrier and higher tunneling probability, leading to the
obvious photoinduced memory in the sensor.

Besides, the PPMS can alsobe configured to the perceptionmode.
Figure 3g, h present the current evolution triggered by optical pulses
when the device has been electrically tuned to low-/high-resistance
states, where only instant photo-response rather than non-volatile
positive or negative photoconductivity behaviors (PPC or NPC)
appears44. In perceptionmode, PPMS can serve as a photodetector. It’s
worth pointing out that the sensor presents ultra-high sensitivity
towards visible light in the perception mode. As shown in Supple-
mentary Fig. 10a–c, distinct photocurrent values and responsivities
can be obtained at erased state, and an admiring photocurrent of
Iph = 495 nA and responsivity of R = 7583 A/W are observed at state 1-6
under the illumination of a low power laser (P532 nm =0.065 nW)

(Supplementary Fig. 10b, c). Se is a p-type semiconductor with longer
hole lifetimes, which has also been confirmed in Supplementary
Fig. 7a, b. The ultra-high photoresponsivity can be attributed to the
extra electrostatic control of the channel induced by the hole trapping
and the strengthened photogating effect at MoS2/h-BN surface45,46.
Moreover, the increased hole density within trapping layer will further
mitigate the Schottky barrier between the channel and source/drain
electrodes, leading to a higher carrier extraction efficiency47.

The mechanism behind the perception mode depends on the
decreased contact potential difference (VCPD) between Se and MoS2
under illumination48, as revealed in the Kelvin probe forcemicroscopy
(KPFM) characterization (Supplementary Fig. 11). Although the trap-
ped carriers create energy band bending of MoS2, the tunneling
probability of the photogenerated carriers across the tunneling barrier
remains low, that inhibits the memory behaviors and leaves along the
perceptionmode (The band diagrams of the sensor working under the
two modes has also been depicted in Fig. 2b). The above results fully
demonstrate the unique characteristics of our PPMS with reconfigur-
able perception and memory modes. Noted that a strong enough
electric field can still provoke carrier tunneling in the dark, wemap the
extinction ratio change in the sensor with different P/E pulses in Sup-
plementary Fig. 6f, where two modes can be well distinguished when
the sensor works under |Vcg| ≤ 30 V and pulse width ≤ 100ms,
accordingly. The application of this sensor for subsequent SCI imple-
mentation is based on these experimental conditions.

SCI implementation based on dynamic electro-optical
modulation
In conventional SCI system, 3D data (e.g., dynamic visual signals) are
first encoded through a temporal-variant mask frame-by-frame (e.g.,
DMD and spatial light modulator (SLM)) before being integrated by
conventional image sensors (e.g., complementary metal oxide semi-
conductor (CMOS) and charge coupled device (CCD))4,12,19. In this way,
the frames across temporal or spectral dimension can be compressed
into a single snapshot measurement, which can then be used for
lossless reconstruction or classified by machine learning models
without decompression. However, the physical separation between
DMD/SLM mask, CMOS/CCD sensors, and integration/memory unit
results in low energy efficiency, large latency, and high system com-
plexity. In our demonstration, the photoinduced memory behaviors
enable the integration of perception, encoding, and compressing of
dynamic scenes within a single device, minimizing power, latency, and
hardware footprint.

The core function in our strategy depends on the optoelectronic
AND gate (Fig. 4a), consisting of optical pulse input (IN1) and electrical
pulse input (IN2), and the output corresponds to the change of the
sensor conductance states. The dynamic compressing principle is
designed as follows (Fig. 4a): Only when optical sensing (IN1) and pixel
encoding (IN2) functions simultaneously can result in pixel value
perception and integration, in which case, the conductance of the
optoelectronic sensor experiences non-volatile changes based on the
photoinduced memory effect, and such changes accumulate over
time. Otherwise, the conductance state will remain unchanged. In this
way, the 2D PPMS physically implements the SCI.

To prove this concept, we carried out the dynamic modulation
(including sole optical/electrical and electro-optical co-stimulus)
within the sensor that had been pre-tuned to low-resistance state.
Figure 4c shows the conductance states will not be changed per-
manently when being triggered by sole electrical pulse trains (E:
25 V/100ms, 0.25 Hz) or optical pulse trains (L: 532 nm, 0.036 nW/
1 s, 0.5 Hz), while the synergic electro-optical pulses can effectively
tune the sensor conductance state, manifesting the feasibility of the
reconfiguration between photo-detecting and encoding-and-
integration. More details and evidence supporting the integrated
functions are provided in Supplementary Fig. 12 and Supplementary
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Note 4. Notably, the multiple conductance states modulated by
electrical pulses under illumination (Supplementary Fig. 12d) pre-
sent high linearity and that is crucial for encoding and compressing
process. To further verify the possibility of in-sensor multi-frame
compression, we shortened the width of the optical pulses to close
to real-world applications. As shown in Fig. 4d and e, multi-state
conductance decrements over 19 current stages with remarkable
uniformity can be observed (E: 25 V/100ms, L: 0.018 nW/1 s,
0.125 Hz). According to the enlarged figure in Fig. 4d, the non-
volatile channel current variation with pulse number (N) can be
fitted into a linear relationship with a decent R2 = 0.9980. In this
case, for the same optical intensity appearing in different frames,
the uniform change in conductance guarantees consistency in
transmitting pixel values (similar to the linear relationship between
induced charge and light intensity in CCD)49. This ensures high-
quality implementation of the SCI operation, providing a founda-
tion for fidelity in subsequent decompression. Additionally, we
demonstrated synergic electro-optical modulation of the

conductance state of the sensor under varying optical pulse inten-
sities, while maintaining a constant electrical pulse intensity (25 V/
100ms). As shown in Supplementary Fig. 13a–c, the absolute value
of the average current change ðΔIds, AvgÞ incrementally increases
with the rise in optical pulse intensity (i.e., 0.014 nW/1 s, 0.030 nW/
1 s, and 0.045 nW/1 s). This increment confirms the controllable
modulation of tunneling charges between Se and MoS2, as the var-
iation in channel current relative to pulse numbersmaintains robust
linearity (Supplementary Fig. 13d–f). We then plotted the relation-
ship between the average current change and the effective power
(Supplementary Fig. 14), where the strong linear correlation
between ΔIds, Avg and effective power (R2 = 0.9868) demonstrates
our device’s capability to resolve continuous analog signals with
high fidelity. This suggests its potential for precise analog signal
compression, where input power levels can be directly mapped to
quantized current states. The charge retention capability of PPMS
during the dynamic encoding process is also investigated (Supple-
mentary Fig. 15), revealing the distinct non-volatile memory

Fig. 4 | Working principle of snapshot compressive imaging (SCI) enabled
by PPMS. a Demonstration of the optoelectronic AND logic gate for sensing and
compressing. b An algorithm flow chart for encoding and compressing dynamic
images by using the sensor array. Lij and Eij denote the optical signal and electrical
signal applied to the sensor, respectively.Xk andMk correspond to the pixel array of
kth frame (tk) and kth mask, respectively. Cij corresponds to the compressed value
at pixel(i,j), mapped to the drain-source current of the channel after 2D measure-
ment with the final output matrix denoted as Y (Ids, Y). c Current evolution in the

sensor under different stimulation modes: Electrical-only (blue bar), optical-only
(green bar), and electro-optical co-stimulus (red bar). d The sensor can be finely
programmed with electro-optical co-stimulus, showing linear decrease with 19
levels. Inset: linear fit between the channel current in each conductance state and
the pulse number. The enlarged electro-optical response of the sensor under dif-
ferent lasers: (e) 532 nm (0.018 nW/1 s), (f) 450 nm (0.0085 nW/1 s), and (g) 635 nm
(0.018 nW/1 s). The blue dashed lines indicate the transient current variation trig-
gered by electrical pulses.
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behavior (retention time > 500 s for each electro-optical co-mod-
ulation) with varied optical intensities. This prevents the loss of
inter-frame information, laying the foundation for high-quality
image decompression.

Besides green light (532 nm), our PPMS can also respond to blue
(450nm, 0.0085 nW/1 s) and red light (635 nm, 0.018 nW/1 s) in the
same way. The results are provided in Fig. 4f, g and Supplementary
Figs. 16 and 17, which also show decent electro-optical co-modulation
with the fitted R2 equals to 0.9905 and 0.9979 for 450-nm and 635-nm
lasers, respectively. The broadband spectrum co-modulation with our
sensor is the basis for 3D hyperspectral data compression using SCI.
We also supplemented the comparison of PPMS and typical SCI
encoders in terms of structure and performance. As shown in Sup-
plementary Table 2 and Supplementary Fig. 18, the frame rate and
compression ratio of PPMS can reach 1000 fps and 40:1, respectively,
matching the reported encoding strategies50–52. Although PPMS shows
a limited dynamic range, its potential can be further explored by
improving measurement accuracy. For practical applications, the
noise level of the device should be improved to achieve high-fidelity

pixel value transmission and compression (the linearity of R2 value
closer to 1).

In addition, a 3 × 3 sensor array is fabricated (See Supplemen-
tary Fig. 19a–e and “Methods”). All the nine devicesmanifest distinct
photoinduced memory behaviors with considerable uniformity in
ΔV (Supplementary Fig. 20). The device-to-device variation in the
on/off current ratio (103–105, as shown in Supplementary Fig. 19f, g)
arises from the inevitable damage introduced by the transfer pro-
cess and the variation remains within an acceptable range. The
successful array fabrication provides a reference for future device
scalability.

Video and spectral SCI based on the optoelectronic sensor
The schematic processes for video and spectral SCI using our
sensor are depicted in Fig. 5a and c, respectively. The flowchart
outlining the compression and decompression process is shown in
Supplementary Fig. 21. Additionally, the detailed steps for the
compression and reconstruction of video and spectral data are
illustrated in Supplementary Figs. 22 and 23, respectively. A unified

Fig. 5 | Video and spectral SCI enabled by PPMS. a Schematic illustration of video
SCI process. b Comparison between the compression and the PnP-enabled
reconstruction of dynamic frames from pre-binarized Kobe motion scenes
(reproducedwith permission from ref. 50) by thedevice and software, respectively.
c Schematic illustration of spectral SCI process. d Comparison between the

compression and PnP-enabled reconstruction of spectral frames from pre-
binarized Bird scenes (reproduced with permission from ref. 54) by the device and
software, respectively. Histogram summarizing the peak signal-to-noise ratio
(PSNR) values in (e) video and (f) spectral SCI based on device (D) and software (S),
respectively.
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SCI algorithm using element-wise multiplication can be mathe-
matically written as1:

Y =
Xn

k= 1

Xk �Mk + E ð1Þ

Where X denotes the 3D data cube (e.g., video or hyperspectral data)
and is moderated by random 3D mask M (e.g., electric co-modulation
signal). k = 1,…,n signifies the kth frame (t) or spectral band (λ) of the
data cube, Mk corresponds to kth mask, and E is the measurement
noise. Y is the 2D measurement realized by our sensor, or the
compression result. Different from traditional SCI systems where the
compressed pixel value is derived from the induced charges (QInduced)
within the sensor (e.g., CCD) through photoelectric conversion and
analog-to-digital conversion, the pixel value in our PPMS system is
derived from the tunneling charge (QTunnel) via electro-optical co-
modulation (see Supplementary Note 5 for details) and can be fitted
according to FNT model42,43:

IFNT Vð Þ= Aeffq
3mðαV cgÞ2

8πhφBd
2m*

exp
�8π

ffiffiffiffiffiffiffiffiffi
2m*

p
φ

3
2
Bd

3hqVds

 !
ð2Þ

QTunnel tð Þ=
Z T

0
IFNT
� �

dt =
ΔVT ×CCG�FG

q
ð3Þ

Where Vcg and T denote the intensity and width of the electrical pulse
applied to the control gate or back gate, respectively. The pro-
portionality constant α is used to describe the voltage drop across the
floating gate (FG) or charge trapping layer. The total tunneling charge
is derived using the integral formula Eq. (3) and is converted into a
change in the threshold voltage (ΔVT). Note that the tunneling current
(IFNT) induced by the control gate of PPMSwithin the working range is
negligible in the absence of optical illumination. Therefore, we can
precisely control the quantity of charges tunneling each timewhen T is
held constant:

QTunnel tð Þ=0 sole electrical modulationð Þ ð4Þ

QTunnel tð Þ=Constant specfic electro� optical co�modulationð Þ ð5Þ

For a metal-oxide-semiconductor (MOS) transistor, the I–V char-
acteristic in the linear region can be described as follows (low Vds)

53:

Ids =μCox
W
L

VGS � VT

� �
Vds �

V 2
ds

2

 !
� μCox

W
L

VGS � VT

� �
Vds ð6Þ

Where μ is the carrier mobility, Cox is the oxide capacitance per unit
area,W is the channelwidth, L is the channel length, andVGS is the gate-
source voltage. Therefore, the VGS is to be modified to effective gate
voltage (VGS, eff), which is expressed as:

VGS,eff =VGS � ΔVT ð7Þ

Then Eq. (6) can be rewritten as:

Ids =μCox
W
L

VGS, eff � VT

� �
Vds ð8Þ

Therefore, PPMS can achieve linear regulation of Ids through
precise adjustment of charges within Se layer via electro-optical co-
modulation, which aligns with our experimental observations. The
threshold voltage variation can be transformed into grayscale values

through analog-to-digital converter (ADC) conversion. We have also
demonstrated the PPMS’s ability to sensedifferent light intensities that
enable the compression of grayscale information maps (Supplemen-
tary Figs. 13 and 14). To simplify the computational load, we here only
consider the compression scenario under sole light intensity and pre-
binarized the input image. Specifically, the pixel values of the original
image, which range from 0 to 255, are first normalized to a range of 0
to 1. A threshold value of 0.2 is then selected for binarization.

Figures 4b and 5a illustrate the in-sensor video SCI which inte-
grates sensing, encoding, and integration/compression of the binar-
ized video, and the masks used are shown in Supplementary Fig. 24.
During the encoding process, when both the pixel values (Xk (x, y, t)) of
the binary high-speed scene and the corresponding mask (Mk (x, y, t))
are “1”, then the electrical (mask) and optical (data cube) co-modulate
the 2D sensor conductance. The encoded pixels, in the form of non-
volatile conductance change, will accumulate over time (from frame t1
to tn). The resulting final conductance represents the integration/
compression pixel value (C), is proportional to the number of simul-
taneous optical and electrical pulses. Referring to Fig. 4d, the “finger-
print” current value associatedwith thenumber of synergetic electrical
and optical pulses canbe read and converted into the pixel value of the
compressed 2D image (C = Ids, Y).

Based on the optoelectronic AND logic gate enabled by our PPMS,
we have extended the functionality of a single device across a sensor
array (Supplementary Fig. 27a) to facilitate simulated compression
processing of dynamic signals across multiple pixels. To evaluate the
device performance, we first reconstruct the 2D images from the
device compression to produce hardware-compressed reconstructed
images. We simultaneously apply the same reconstruction algorithm
to the 2D images after software compression to generate software-
compressed reconstructed images. Additionally, we binarize multiple
frames from the original video, using these binarized images as a
reference for comparison. We then calculate the PSNR values for each
frame of the reconstructed images from both device and software,
comparing them against the corresponding binarized original images
(i.e., PSNR(DE_BI) and PSNR(SW_BI)) to evaluate the compression
effectiveness. Figure 5b shows the compressed videos (below the
purple box) and reconstructed 3D video (under the red box). We use a
set of eight video frames about Kobe dribbling, each with a pixel
resolution of 256 × 256, for SCI simulation. The left panel of Fig. 5b
presents 4 selected frames before and after binarization (detailed
enlarged images are shown in Supplementary Fig. 25), with the post-
binarization frames still clearly depicting Kobe’s shooting dynamics.
These frames are then encoded and compressed into a single snapshot
2D measurement by our simulated optoelectronic sensor, as detailed
in Supplementary Fig. 22, aligning with the software compression
illustrated in themiddle panel of Fig. 5b (see Supplementary Fig. 26 for
further details). The compressed 2D snapshots are then used to
reconstruct the original videos through Plug-and-Play (PnP)
algorithm50,54 (see Supplementary Note 5 for reconstruction proccess).
As shown in the right panel of Fig. 5b, the denoised and reconstructed
video frames are highly consistent with the binarized frames with
preserved details. Quantitatively, our in-sensor SCI shows a decent
average PSNR(DE_BI) value of 15.81 dBwith respect to the PSNR(SW_BI)
of 16.21 dB (Fig. 5e), which demonstrates that our in-sensor SCI can
parallel the software SCI performance.

As the 2D PPMS features broadband spectrum response, it
could compress 3D hyperspectral data using SCI. The schematic
illustration of spectral SCI is shown in Fig. 5c. The spectral scenes
(Xk (x, y, λ)) are collected through the objective lens, followed by the
spatial coding and compressing ðXk �MkÞ of the binarized data
cube. Similar to conventional single-disperser coded aperture
compressive spectral imager (CASSI) system1,55, the coded scene
here first undergoes spectral dispersion through a dispersive ele-
ment, such as a prism or a grating (see Supplementary Fig. 23 for
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detailed process). Different from the video compression, the 2D
PPMS accumulates the encoded frames across different wave-
lengths, where the current value corresponding to the number of
pulses can then be read referring to the linearly changed con-
ductance shown in Fig. 4d.

Figure 5d shows the simulated compression and reconstruction
of hyperspectral data, employing the Bird data comprising
24 spectral bandswith each sized at 1021 × 703 pixels as the inputs54.
For quantitative analysis, image data (400–500 nm) with ten con-
tinuous wavelengths (step 10 nm) were selected and binarized,
which is shown in the left panel of Fig. 5d. Then the spectral data is
encoded and compressed using both the PPMS and software. The
reconstruction images by PnP algorithm50,54 is illustrated by the
middle (compress) and right (reconstruction) panel of Fig. 5d, and
the spectral wavelength interval of 10 nm remains consistent before
and after compression. As shown in Fig. 5f and Supplementary
Table 3, the average PSNR for images reconstructed using software
compression (21.49 dB) is higher than that for images reconstructed
using device compression (16.73 dB). This indicates that software
compression achieves greater similarity to the original
image compared to device compression. It is also noteworthy that
the average Structural Similarity Index (SSIM) for images recon-
structed from device enabled compressed image (0.69) is close
to the average SSIM obtained from software-enabled compressed
image (0.79). This suggests that, from a human visual perspective,
the quality of reconstruction is comparable between the
twomethods. Thus, the successful application of video and spectral
SCI fully demonstrates the great potential of the 2D optoelectronic
sensor in intelligent imaging systems. While it should be noted
that under practical situations, SCI is much more complex
and requires a proper balance between the decompression algo-
rithm and compression process to achieve high reconstruction
quality.

CNN classification of compressed images
Video classification is one of the most important tasks in machine
vision. Usually, videos need to undergo compression before being
stored or transmitted. These data packets require decompression to
restore explicit semantic information before downstream video
classification56,57. Here we employ compressed 2D images for video
classification. This methodology significantly reduces the additional
expenditure of time and energy that is typically associated with the
process of decompression58.

To perform convolution right at where the data are com-
pressed, the sensor’s channel current (Ids) should be linear with
respect to the applied bias voltage (Vds), the latter represents ker-
nels. We examined the relation between channel current of the
sensor and Vds (from |± 1mV| to |± 100 mV| in step of 1 mV) at non-
volatile low-resistance state. As revealed in Supplementary Fig. 28,
the calculated conductance with negligible variation perfectly
meets our requirements.

The 2D optoelectronic sensor array, as depicted within the
dotted box in Supplementary Fig. 27b, performs in-sensor con-
volution. The array initially encodes and integrates the video data
using the array conductance Gml (Gml, m = 1, 2, 3…n; l = 1, 2, 3…n),
which serves as the input feature map (Supplementary Fig. 27a).
Then we map different 3 × 3 convolution kernels into bias voltage
matrices (V11, V12,…, V33). Each voltage matrix is split into columns.
At each time step, a voltage column vector (e.g., V11, V12, V13) bias the
2D optoelectronic sensor array for vector-vector inner product. The
output current vector is I11, I12, I13. This is repeated with the rest two
voltage column vectors, producing I21, I22, I23; and I31, I32, I33,
respectively. The currents are then summed over time. According to
Ohm’s law and Kirchhoff’s law20,59, the summed currents, reading
voltage (kernel), and conductance physically implements vector-

matrix multiplication49, or a stride of the convolution:

Ikl =
X3

m= 1

V kmGml ð9Þ

Figure 6a illustrates the simulated classification of SCI compres-
sion recorded on optoelectronic sensor array using in-device con-
volution. Here, we selected the Weizmann Human Action Dataset,
which are videos about ten different human motion postures (i.e.,
bend, jack, jump, etc.) for the classification experiment. First, all the
videos were subject to background removal. Then the videos are
compressed using in-sensor video SCI, resulting in a single com-
pressed frame containing the semantic information of the entire video
(input case 1). For comparison, single-frame images selected fromeach
video (input case 2) are classified. Figure 6c, d show compression of
two human action movies, i.e., “Run” and “Walk”, and the resultant
compressed images (for the dynamic movies, please refer to Supple-
mentary Movie 1 and 2), respectively. It can be observed that the
compressed images include information from all video frames
(Fig. 6d), insteadof single frame information in the control experiment
(Fig. 6c). This feature is further evidenced in the 2D distribution maps
(Fig. 6f, g) and confusion matrices (Fig. 6b, e), which clarify the clas-
sification results for both input cases 1 and 2.

Figure 6f, g depict the distribution features of different motions
using the two input cases, employing dimensionality reduction
through linear discriminant analysis (LDA). In these maps, balls of the
same color represent the same motion category, and the quantity of
balls of each color indicates the sample size. The spatial separation
between different categories highlights their distinguishability, with
greater distance suggesting easier differentiation. A comparison of
Fig. 6f, g reveals that compressed images (Fig. 6g) encapsulate richer
feature information, as evidencedby tighter clusteringwithin the same
motion category and clearer separation between different categories,
thereby enhancing their distinguishability. Additionally, the confusion
matrices in Fig. 6b, e correspond to Fig. 6f, g, respectively, illustrating
the classification accuracy across different categories. For example,
Fig. 6b shows that the accuracy for correctly classifying ‘wave1’ is 95%,
with a 5%misclassification rate where ‘wave1’ is confused with ‘wave2’.
This overlap is visually represented in Fig. 6f, where the blue balls
signifying ‘wave1’ significantly overlapwith the purple balls for ‘wave2’.
In contrast, Fig. 6e demonstrates a 100% classification accuracy for the
as-mentioned categories, with Fig. 6g showing no overlap between the
two colors of balls.

It is important to note that these two representation methods
primarily visualize the classification results for a single motion and do
not provide a comprehensive evaluation of classification accuracy.
Therefore, we also present the overall classification accuracy based on
the two input cases to evaluate the efficacy of the strategies more
thoroughly. For a more objective evaluation, we employed a strategy
that uses all frames as input for classification. As shown in Fig. 6h, the
overall classification accuracies for single-frame, compressed-frame,
and all-frame input strategies are 83.43%, 93.18%, and 94.21%, respec-
tively. The results demonstrate that compressed-frame inputs sig-
nificantly improve classification accuracy (93.18% vs. 83.43%) over
single-frame approaches, effectively mitigating information loss
inherent to sparse sampling. Remarkably, the compressed-frame
strategy attains accuracy comparable to all-frame classification while
reducing convolutional parameters by 69% (see “Method” for details).
Thus, our compressionparadigmeliminates computationally intensive
reconstruction steps, enabling direct feature extraction from com-
pressed data—a critical advantage for real-time processing on
resource-constrained edge devices.

We have also summarized the recent advances in machine vision
based on dynamic behavior of devices fabricated from 2D hetero-
structures (Supplementary Table 4). Different from existing imaging
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approaches that primarily focus on post-processing or feature
extraction, often compromising image quality and real-time perfor-
mance, our work explores the potential of 2D heterostructures in
achieving in-sensor compression. We have developed a compact
compressed imaging prototype device that not only addresses the
current research gap in high-quality image acquisition but also pro-
vides a versatile platform for future intelligent vision systems.

Discussion
In summary, we developed an optoelectronic sensor with pro-
grammable storage capacity and functionalities. The sensor can
work in either optical perception or memory modes, attributed to
the photosensitive properties of t-Se. Leveraging this property, we
designed a specialized optoelectronic AND gate, which enables
simultaneous perception, encoding, compression, and storage of
dynamic information. The compressed 2D images can be further
reconstructed into 3D data using the PnP- algorithm. Our results
demonstrate that this sensor provides a more compact and efficient

2D hardware encoder for video and spectra SCI technology. Fur-
thermore, these compressed images keep all relevant semantic
information of the video and enable direct in-sensor classification
using CNN without decompression. This leads to reduced energy
consumption, shorter processing time, and lower hardware costs.
Overall, our work unveils the potential of 2D vdW heterostructure
for compact and energy-efficient hardware for future intelligent
visual systems.

Methods
The sensor and array fabrication
t-Se with the thickness of 30–50nm was prepared via a modified PVD
method (see Supplementary Note 1 for details), and the obtained
products were transferred using a polydimethylsiloxane (PDMS)
stamp onto a heavily doped Si covered by 300-nm SiO2 (Silicon Valley
Microelectronics, Inc.). Multilayer h-BN and MoS2 nanosheets were
mechanically exfoliated from their bulk crystals (2D Semiconductor
Inc.) first, then transferred onto Se nanoflake step-by-step via a dry

Fig. 6 | In-sensor computing based on 2D PPMS. a The schematic demonstration
of a CNN diagram includes two convolutional layers and one fully connected layer.
Two input cases are employed for image classification, namely Case 1: compressed
frame and Case 2: single frame. (b, e) Confusion matrices of the classification
results using the single-frame (b) and the compressed-frame (e) strategies with in-
sensor convolution. The display of (c) dynamic frames and (d) compressed frames,
each contains two human motions (“Run” and “Walk”) that are difficult in

recognition for machine vision. f, g The 2D distribution maps of motion features
under input Case 1 (g) and Case 2 (f) derived from linear discriminant analysis
(LDA), highlighting the separability of distinct motion categories in reduced-
dimensional space. h The classification accuracy of the three input strategies. The
pre-compression classification strategy achieves superior accuracy (93.18%) com-
pared to single-frame input (83.43%) and attains performance parity with all-frames
classification (94.21%).
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transfer method (Supplementary Fig. 2). The source/drain electrodes
were defined using the standard electron beam lithography (EBL)
(TESCAN, VEGA3), followed by the electron beam evaporation (EBE)
and thermal evaporation of contact metals (Cr/Au, 8/50nm). The
3 × 3 sensor array was also fabricated via the dry-transfer method:
Firstly, three Se nanosheets with lateral size of ~10μm×50μm were
transferred and alignedparallelly. Thenanosheetswere thenpatterned
into an array of 3 × 3 pixels with each pixel size of 8μm×8μm (Sup-
plementary Fig. 19) via reactive ion etching (RIE). Then a large h-BN
nanosheet ( > 50μm×50 μm) was exfoliated onto PDMS and trans-
ferred onto the 3 × 3 pixels. Finally, a large exfoliated MoS2 nanosheet
( > 50μm×50μm)was transferred onto the Se/h-BN to finalize the Se/
h-BN/MoS2 heterostructure arrays followed by the RIE patterning. The
electrodes were also defined via EBL followed by deposition of Cr/Au
(8/50 nm) as electrodes.

Material and device characterizations
The material and device morphologies were captured by an optical
microscope (Nikon, EBLIPSE LV100ND). The high-resolution trans-
mission electron microscope (HRTEM) and TEM images of crystalline
Se were obtained from Tecnai F20 TEM (200 kV), while the selected
area electron diffraction (SAED) pattern was captured by Tecnai Spirit
TEM (120 kV). Raman spectra of Se and Se/h-BN/MoS2 vdW hetero-
structure were obtained using Renishaw Raman Microscope (wave-
length of 532 nm). Atomic forcemicroscope (AFM) (Bruker, Dimension
Icon with Scan Asyst) was employed to characterize the thickness of
each layer in vdW heterostructure. Electrical/optical measurements of
the device were conducted on a probe station equipped with the
semiconductor analyzer Agilent 4155C and the source meter Keysight
B2902B. The optical pulses were generated via the home-made plat-
form where different optical sources (monochrome lasers of 450, 532,
and 635 nm) combined with a mechanical chopper to generate the
pulse trains.

In sensor CNN demonstration
Utilizing light pulse input as a representation of image signals and
electric pulse input to signify the mask, we compress binarized multi-
frame video signals. Subsequently, a CNN is employed to directly
classify the compressed 2D images. The pixel values within the 2D
images are substituted by the output current values from the sensor
depicted inFig. 4d. For single frames/compressed frames as inputs, the
image classificationnetwork architecture comprises twoconvolutional
layers (with output channel counts of 8 and 16, respectively) and a
single fully connected layer (encompassing 10 output nodes). For all
frames as inputs, the CNN consists of four convolutional layers (with
output channels of 8, 8, 16, and 16, respectively) and one fully con-
nected layer to guarantee the capacity-task matching. Following the
convolution output, a sigmoid activation function is applied
ðsigmoid xð Þ= 1

1 + e�xÞ. The cross-entropy loss serves as the loss function
and is optimized via the Adam optimizer, with an initial learning rate
set at 0.001. The network undergoes training for 100 epochs. The
dataset, consistingof 990 samples, is partitioned intofive subsets,with
four subsets allocated for training and the remaining subset reserved
for testing. The outcome is derived from the average of five
experiments.

Data availability
The Source Data underlying the figures of this study are available with
thepaper. All rawdata generatedduring the current study are available
from the corresponding authors upon request. Source data are pro-
vided with this paper.

Code availability
The source codes used for simulation and data plotting are available
from the corresponding authors upon request.
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